




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Experience shows that one must recognize what the TMS34082 is and what it is not. It is a bigh-perfonnance 
floating-point unit that can execute floating-point code efficiently. It is not a general purpose processor with a full 
set of addressing modes and parallel on-board executions units. Great speed-ups in compiler generated code can 
be easily achieved through judicious use of registered variables. Hand optimized assembler level optimizations 
can be attained by using the LOOPCf register and the cjmp.d instruction. Further speed-ups come through the use 
of and external LAD side address generator. Once a system architecture is defined, systems level optimizations 
can be made to overlay various bus operations into the same cycle. 

Algorithms 

In this section several algorithms will be briefly discussed. First consider the problem of multiplying the matrices 
A E Rm x rand B ERr x n to form the product C E R m x n on a system with P PEs. At the start of the algorithm, 
A and B are stored in the shared memory. At the end of the algorithm, the product matrix C is returned to the shared 
memory. The first step of the algorithm is for the host to move the columns of B into the PE s using the system 
bus. Column bj is moved to PE[j mod P]. This column will be used to compute 9 = Abj so that Cj will be accumulated 
on PE[j mod P]. The matrix A is moved into the array at PE[O] and PE[O],s right output buffer concurrently. The 
inner product of row a; and each residentbj is formed and stored as cij 'so PE[k] reads a word orrow a; fromPE[k-l], 
one word at a time, directly into the TSM34082's FPU pipeline and stores the row in memory for future use and 
transfers it to the FIFO connected to PE[k+ 1] all in the same cycle. The rows of A stream through the system until 
the trailing row cycles through. Due to the ordering of computations, PE[O] will finish first, then PE[I] etc. Once 
PE[O] finishes, it sends its results over the bus to the system memory. Then PEr 1] will follow suit, then PE[2] ... 
etc. on down the line. 

Next consider the radix-2 decimation in time (DIT) FFT algorithm. Assume that the number of PEs, P is a power 
of two. Also assume that the LAD bus controller is capable of performing FFT address generation in addition to 
the autoincrement mode used in the previous algorithm. For purposes of illustration, suppose that a N = 1024 point 
FFT is to PE performed on P = 8 processors. The algorithm is outlined as follows. First decimate the time series 
into eight l28-point subsequences and send the ith subsequence to PEri] over the system bus. Next each node 
computes a 128-point radix -2 DIT FFT on the local subsequence. These sequences are built back up using standard 
binary tree recombination with twiddling. The tree is viewed as having the root node in processor zero iog2(N) 
iterations into the future. At the first iteration, each PE is considered to be a leaf of the tree. At this iteration each 
PE[2k + 1] sends its results to PE[k] for k = O ... (NI2) - 1. The even PEs then perform the twiddle and 
recombination operations so that the even cells now have 256-point sequences. At the next iteration, PEr 4K + 2] 
sends its results to PE[4k] fork = 0 ... (N/4) - 1. Now the mod 4 PEs twiddle and recombine. NextPE[4] sends its 
result to PE[O] and PE[O] assembles the finall 024 point result. The communication of the algorithm is not local, 
but the algorithm permits the data to be routed through idle cells so that a negligible penalty is paid for the nonlocal 
communication. The nonlocal communication only costs one cycle of delay per route-through node; the data rate 
of the data stream is not effected. Simulation studies have shown that this extra cost has a negligible effect on 
perfonnance. The simulation studies did show that perfonnance was reduced due to the nonsequential access 
requirement within a given local vector computation. The nonsequential addressing forces one to send entire 
messages instead of single elements at a time transparently. Also, as the recombination process progresses, more 
and more processors become idle. 
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Another version of the FFf was studied that was able realize the full potential of the system. Most applications 
that require an FFf actually require many FFrs. For example, a real-time processing system might require that 
1024 point frames of an incoming signal be computed continuously. In image processing~ a 512 x 512 pixel FFT 
can be computed by first perfonning 512 512-point column FFfs followed by 512 512-point row FFTs. Similarly, 
spectral based PDE solvers used in scientific application s require large numbers of I-D FFTs to compute a single 
3-D FFT. The course granularity of the system allows each separate PE to compute an FFT separately. This is a 
pure smart memory algorithm. The host loads the PEs with data and pulls out results. If enough processors are in 
the system, the overall computation rate is limited only by the amount of time it takes to load and unload a single 
smart memory segment with a complex data vector. 

The next algorithm considered was the QRD. The QRD provides an alternative way to solve linear systems. The 
standard algorithm used to solve linear systems is Gaussian elimination with partial pivoting. The pivoting portion 
of that algorithm degrades perfonnance in the HARP architecture, but a Householder QRD maps quite well. 
A E R m x n has a factorization A = QR where Q E R m x m is orthognal and R E R m x n is upper triangular [11]. 
Consider the case where m = nand rand(A) = n. Write Ax = bas QRx = b so that multiplying on both sides by Q T 

gives the triangular systemRx = QTb which can be solved by back substitution. Note that multiplying both sides 
by Q T is equivalent triangularizing A by a sequence of orthognal transformations and applying these same 
transformations to b. In the case where m>n, this procedure may also be applied to solve linear least squares 
problems. 

SupposeA E Rmx nis to be decomposed on aPprocessorsystem. Assign column flj to PE[jmodP]. IfPdoes not 
divide n, then some PEs will have extra columns. First set the iteration variable, k, and proceed as follows. At 
iteration k, the PE containing Ok; computes the vector ~ ER m-k+] such that the bottom (k - m)-element subvector 
of Gk, denoted Gk(k : m) satisfies H]Ok;«k : m) = 0.£1 where £1 is the k-order unit standard basis vector and 
a. = 1\ Gk (k: m) II. The kth transfonnation must be applied only to columns k through n. So vk is sent down the 
ring to the right from the PE where Ok; resides. When the head of the ~ data stream arrives, the remaining PEs 
perfonn the transformation, OJ ( k: m) = OJ ( k : m ) - ( vTk aj. ( k : m » ~ V j > k to the local columns. The 
algorithm is essentially a wavefonn algorithm where the computation wave propagates to the right and a trail of 
results (R) are left behind. If the matrix Q is desired, the v-vectors may be saved so that Q is available in factored 
form. If the algorithm is used to solve a linear or linear least squares system, the vector b is augmented as the last 
column of A and loaded accordingly. 

The final algorithm to be discussed is the SVD. Hestenes's method [6] [9] for computing the SVD has received 
much attention lately in the literature due to its parallel nature. The Hestense method is a one-sided Jaccobi 
algorithm that operates by applying orthognalizing plane rotations to all pairs of columns of the matrix A E Rm x n. 
A sequence of all pairs of such rotation is called a sweep. The algorithm can be shown to converge after a sufficient 
number of sweeps have been applied. Once the algorithm has converged, the matrix, A, will have been transformed 
via orthognal transfonnations to another matrix, B E R mx n, whose columns are orthognal to each other. If the 
product of the sequence of orthognal transformations is collected in V ERn x n, then we have AV = B. It is trivial 
to next factor Bas B = ur. gives A = V L V 1', which can be seen to be the SVD of A. We do note that this algorithm 
generated V E R m x nand L ERn x n instead of V E R m x m and L E R m x n but that no information was lost. 
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Several systolic array algorithms have been devised to perfonn the Hestenes SVD algorithm on a linear 
bidirectional systolic array [2] [8] [10]. The methods are based on a theorem that states that the order in which all 
the pairs columns are orthognalized does not affect the overall convergence of the Jaccobi algorithm [8]. 
Algorithms are designed by selecting an ordering where groups of P pairs can be computed at each time step on 
P processors. The key to a successful ordering is that the next group of P pairs in the ordering can be generated 
by local shifts of columns between processors. Figure 5 shows how columns are switched in order to generate such 
an ordering on a P-element bidirectional array. In the figure each PE is assumed to have two vector registers, VRa, 
and VRb which each hold a column of the matrix. If the columns are loaded into the vector registers, and pennuted 
as depicted in the figure, one sweep will be computed every N-2 update cycles. At the end of the sweep, the updated 
columns will return to their original position in the array, ready for the next sweep. 

I VRb VRb VRb .. 
VRa VRbl - VRa VRb VRa VRb - VRa VRb ... -r VRa - VRa - VRb 

PEO PE1 PE2 PE3 

Figure 5. Parallel Jaccobi Updating on a Systolic Architecture 

Iteration = t 
K 

Iteration = t+1 
K+1 

Communication 
Routing 

It is clear that this algorithm can be directly implemented on the HARP architecture. The bidirectional ring is 
sufficient for communication, and the vector registers can be implemented as buffer areas in the local SRAM. Each 
node must first compute the Jaccobi rotation matrix, apply it to the local columns stored on that node, and send 
the results to adjacent nodes as indicated in the figure. All nodes perfonn the same function except the end nodes. 
The shifting of data between the two data buffers on PE[N-l] can be accomplished by a single pointer swap. If 
the number of columns in the matrix exceeds 2P, then the algorithm is slightly more complicated. Now PEs will 
have to do the job of more than one PE. The complication comes in the form of pointer housekeeping and additional 
conditional statements. Only the computations that represent the boarder PEs of the sub-array need to 
communicate with the neighbor PEs, the internal nodes of the subarrays just exchange pointers. 
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Simulation Results and Performance Analysis 

A simulator was constructed using the RPPT simulation package. The RPPT package consists of a CC compiler, 
an architecture modeling / analysis package, and a facility to bind CC programs to the architecture model. Once 
a program and architecture have been bound, RPPT runs a simulation of the program running on the architecture. 
While doing so, RPPT keeps track of time using a parallel time construct. It is able to account for delays caused 
by bus contentions, processes waiting for input, data transfers across a bus or communication channel, and 
processors executing code. The above mentioned delays can be caused by either the parallel program or the 
underlying architecture or both. In order to account for the time spent by processors executing code, RPPT converts 
the CC program into assembly code and assigns to each basic block a cycle count (a basic block has one entry, one 
exit, and each instruction in the block is performed exactly once.) It then inserts an instruction at the front of each 
basic block that increments a cycle counter variable by the number of cycles spent in that basic block. This act is 
called profiling, and is done to the native MC68020 assembly code generated for the execution of the simulation 
of a SUN3 platform. In order to make RPPT count TMS34082 cycles, the node program is recompiled on the 
TMS34082 C compiler, translated to assembly code, and profiled with using the TMS34028 simulator in.single 
step mode. The basic blocks of the MC68020 assembly code are then cross profiled by replacing the MC68020 
cycle counts with the TMS34082 cycle counts. The key is that both programs execute the same C code so are 
essentially the same. The architectural modifications of the LAD bus controller are brought into the simulation 
here by updating the cycle count numbers to reflect the elimination of the cycles that are actually performed in 
parallel by the LAD controller. 

The matrix multiplication was analyzed first. It showed us that the maximum sustainable throughput of a node was 
essentially limited to 10 MFLOPs. This is so because in the inner-loop of a long inner product required two loads, 
a mult.add, and a conditional jump. Thus two FLOPs are performed every four cycles, so that at 20 MHz, the 
TMS34082 can continuously compute data streams ata rate of 10 MFLOPs. This limit can be raised to up to 15.5 
MFLOPs if the exact number of elements in the inner product is known ahead of time. For example, if the inner 
product length were 100, the loop iterations consisting of 20 loads, ten mult.adds and one conditional jump would 
each perform 20 FLOPs every 31 cycles. The program used in the simulation was written for the general case so 
that the nodes were essentially limited to 10 MFLOPs sustained throughput rate. 

The simulator was used to measure the efficiency of the HARP and to study the effects of matrix size and the 
number of processors in the system. The simulation accounts for the time to move the inputs to the nodes from 
the shared memory, compute the results, and move the results from the individual nodes back into the shared 
memory. The simulator counts all cycles to include addressing, loop management, testing of conditions, etc. It 
gives an indication as to the amount of time spent performing FLOPs and the amount of time spent on 
communication and overhead. Figure 6 shows a plot of the average MFLOPs achieved by a ten element array 
running matrix multiplications. Note that as the size of the matrices increase, the overall performance ofthe system 
approaches the theoretical limit of 1 00 MFLOPs. The reason that perfonnance is not as close to the limit for smaller 
matrices, is that the 110 and program overhead becomes more significant. Figure 7 show a plot ofthe performance 
measured in average MFLOPs for systems running a 128 x 128 matrix multiplication using P processors. Note that 
for up to 32 processors (the largest array the simulator could handle) there is a linear speed-up as more processors 
are added. This violation of Amdahl's law is predictable because the communication overhead of the 
algorithm/architecture combination clearly does not mcrease exponentially as more processors are added. 
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Figure 6. Matrix Multiplication Performance on 10-Processor Systems 
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Figure 7. 128 x 128 Matrix Multiplication on P-Processor Systems 
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The next algorithm that was implemented was the FFf. The LAD controller provided hardware support for the 
radix-2 addressing scheme. In the frrst set of experiments, single FFTs of various lengths were computed on 
different sized arrays. The results are summarized in Table 1. We note that the sustained MFLOPS on a single 
processor is within 75% of the maximum sustainable throughput for a single node. The payoff for adding more 
processors, however, is less pronounced than in the matrix multiply algorithm. This is due to the fact that 
communication overhead can not be completely overlapped with computations. Thus, as more processors are 
added, the execution time of the algorithm decreases, but the efficiency of the system also decreases. 

The pipeline FFf algorithm was also analyzed. Here the number of processors was determined to form an FFf 
pipeline that maximized overall performance. Using this number of processors, performance was limited only by 
the system bus bandwidth. Table 2 shows the results ofthe second set of experiments for transform lengths from 
256 to 4096 that were performed on the optimum sized arrays. For each transform length! array size pair, the table 
lists several parameters. First the 1-D pipeline FFf effective computation time is listed followed by the maximum 
sampling rate that could be accommodated for the various transform lengths. The next column shows how much 
time it takes to compute an N x N 2-D FFT using the row/column algorithm. The sustained MFLOPs achieved for 
each 2-D FFT is listed last. The maximum attainable sustained computation rate can be taken to be 1 o*p MFLOPs, 
were P is the number of processors in the array. The efficiency is the measured sustained MFLOPS divided by the 
total attainable MFLOPs. The simulation shows the system efficiency ranges from 67.8% for the 256 x 256 
transform to 80.8% for the 4096 x 4096 transform. 

Table 1. Distributed FFT Performance Results. 

N=512 N=1024 N::2048 N::4096 

P=1 t=3.69 t=7.94 t=17.0 t=36.2 
SM=7.47 SM=7.74 SM=7.96 SM=8.14 

P=4 t=1.64 t=3.39 t=7.03 t=14.59 
SM=16.86 SM=18.12 SM=19.23 SM=20.22 

P=8 
t=1.40 t=2.82 t=5.74 t=11.72 

SM=19.79 SM=21.77 SM=23.55 SM=25.17 

P=16 t=1.31 t=2.59 t=5.18 t=10.43 
SM=21.15 SM=23.74 SM=26.09 SM=28.26 

P = # of processors. t = time in milliseconds and SM = sustained MFlOPS. 

The column-systolic Householder QRD was also executed on the simulator. Figure 8 shows the sustained MFLOP 
rating of the QRD as a function of matrix dimension on a ten processor system. Note that the algorithm approaches 
the 100 MFLOPs maximum sustainable capacity of the system nearly as fast as the matrix multiplication 
algorithm, but levels off to 90 MFLOPS due to additional serial threads in the QRD algorithm. Figure 9 indicates 
that for large matrix size, that the algorithm has linear speed-up as more processors are added. This is due to the 
fact that communications and computations are nearly full pipelined. It is also due to the modulo P wrapping of 
the columns to the array and the use of the external ring connection. This mapping strategy achieves nearly perfect 
load balancing and allows the inherent dependencies of QRD to be effectively eliminated by allowing the system 
to execute more than one iteration of the algorithm at a time. 
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Figure 8. QRD Performance on 10-Processor Systems 
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Figure 9. 128 x 128 QRD on P-Processor Systems 
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The last algorithm that was implemented to date was the modified Hestenes-Luk SVD. The algorithm was found 
to be efficient for large matrices especially if the number of processors was large. As Figure 10 indicates, as more 
and more columns are mapped to each processor, the efficiency of the algorithm diminishes slightly. This is due 
to the fact that more and more time must be spent on pointer operations and loop overhead since the array is actually 
emulating a large array. Memory constraints limited the range of the number of processors that could be used to 
implement the SVD, but Figure 11 shows the results of the system perfonning 48 x 48 SVDs on differing numbers 
of processors. We note that the number of processors must divide the dimensions of the matrix or some processors 
will need to be idle. The figure indicates a linear speed-up as more processors are added for large sized problems. 
This behavior is expected due to the fact that the communication overhead does not grow as more processors are 
added. Actually, as more processors are added, the communication delay remains constant while the pointer 
overhead and housekeeping diminishes. 

Table 2. Pipelined FFf Performance Results for Real-Time Signal and Image Processing 

Processors Time Per Maximum Data NxN FFT NxN FFT 
N Required Pipelined Rate Execution Sustained 

FFT Time MFLOPs 

256 18 94 5.45 MHz 51.5ms 122 

512 19 186 5.51 MHz 197ms 143 

1024 21 372 5.51 MHz 776ms 162 

2048 22 746 5.50 MHz 3.09sec 179 

4096 24 1468 5.43 MHz 12.43sec 194 
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Figure 10. SVD Performance on 8-Processor Systems 
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Figure 11. 48 x 48 SVD on P-Processor Systems 
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Conclusion 

In this paper a hybrid architecture for matrix, DSP, image, and scientific computations has been presented to 
harness the power of N TMS34082 floating-point processors. The architecture can be programmed using many 
different programming models and parallel processing paradigms so that efficient programs can be written for a 
broad range of algorithms. The machine may be programmed as a shared memory machine, a message passing 
distributed memory machine, or a systolic array. The architecture may dynamically switch between any of these 
modes under software control. 

The architecture is optimized to operate with multiple TMS3 4082s. To this end, a local bus controller is introduced 
to assist the TMS34082s in pointer manipulations and to provide a fast addressing capability on the LAD bus. The 
bus controller also provides the ability to perform multiple bus operations, such as a fetch and a send, in the same 
cycle. By allowing the bus controller to have its own instruction stream, a program controlled DMA mechanism 
makes it possible for the cell to send messages or pass systolic data streams while the processor was executes 
numerical loops. While a simple address latching scheme seems reasonable, use of the smart LAD bus controller 
leads to speed-ups of two to three orders of magnitude. 

The system was implemented using the TMS34082 Toolkit along with the RPPT simulation package. Matrix 
Multiplication, FFT, QRD and SVD algorithms were coded in Concurrent C and executed on the architecture 
model to provide detailed cycles counts which were converted into MFLOPs ratings for each algorithm. The 
simulations showed what must be done to make the system execute code efficiently. The main findings were that 
the TMS34082 must be freed from pointer manipulations whenever possible, that registered variables should be 
utilized to reduce costly stack operations, and that the LOOPCT register together with the cjmp.d instruction 
should be used to control loops. Hand optimizations to the assembly code generated by the C compiler were needed 
off-load LAD pointer manipulations to the bus controller hardware. The simulation showed that high performance 
can be achieved if the system is carefully designed and code is optimized. Algorithms can often sustain 
computation rates approaching MFLOPs per processor, where the MFLOPs rating account for program overhead 
and data 110 time. For example, the simulation showed the matrix multiplication algorithm could run at just under 
100 MFLOPs on a ten TMS34082 system. 
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897-2900; Melville: 1895 Walt Whitman Road, 
P.O. Box 2936, Melville, NY 11747, (516) 
454-6600; Pittsford: 2851 Clover Street, 
Pittsford, NY 14534, (716) 385-6770. 
NORTH CAROLINA: Charlotte: 8 Woodlawn 
Green, Suite 100, Charlotte, NC 28217, (704) 
527-0930; Raleigh: 2809 Highwoods Boulevard, 
Suite 100, Raleigh, NC 27625, (919) 876-2725. 
OHIO: Beachwood: 23775 Commerce Park 
Road, Beachwood, OH 44122, (216) 464-6100; 
Beavercreek: 4200 Colonel Glenn Highway, 
Suite 600, Beavercreek, OH 45431, (513) 
427-6200. 

OREGON: Beaverton: 6700 SW. 105th Street, 
Suite 110, Beaverton, OR 97005, (503) 643-6758. 
PENNSYLVANIA: Blue Bell: 670 Sentry 
Parkway, Blue Bell, PA 19422, (215) 825-9500. 
PUERTO RICO: Hato Rey: 615 Merchanme 
Plaza Building, Suite 505, Hato Rey, PR 00918, 
(809) 753-8700. 
TEXAS: Austin: 12501 Research Boulevard, 
Austin, TX 78759, (512) 250-7655; Dallas: 7839 
Churchill Way, Dallas, TX 75251, (214) 
917-1264; Houston: 9301 Southwest Freeway, 
Suite 360, Houston, TX 77074, (713) 778-6592. 
UTAH: Salt Lake City: 1800 S. West Temple 
Street, Suite 201, Salt Lake City, UT 84115, 
(801 ) 466-8973. 
WASHINGTON: Redmond: 5010 148th Avenue 
N.E., Building B, Suite 107, Redmond, WA 
98052, (206) 881-3080. 
WISCONSIN: Waukesha: 20825 Swenson 
~~~~'o~~i~e 900, Waukesha WI 53186, (414) 

CANADA: Nepean: 301 Moodie Drive, Mallom 
Center, Suite 102, Nepean, Ontario, Canada 
K2H 9C4, (613) 726-1970; Richmond Hill: 280 
Centre Street East, Richmond Hill, Ontario, 
Canada L4C 1B1, (416) 884-9181; St. Laurent: 
9460 Trans Canada Highway, SI. Laurent, 
Quebec, Canada H4S 1 R7, (514) 335-8392. 

ARGENTINA: Texas Instruments Argentina 
Viamonte 1119, 1053 Capital Federal, Buenos 
Aires, Argentina, 1/748-3699. 
AUSTRALIA (& NEW ZEALAND): Texas 
Instruments Australia Ltd., 6-10 Talavera Road, 
North Ryde (Sydney), New South Wales, 
Australia 2113, 2-878-9000; 5th Floor, 418 
Street, Kilda Road, Melbourne, Victoria, Australia 
3004,3267-4677; 171 Philip Highway, Elizabeth, 
South Australia 5112, 8255-2066. 
AUSTRIA: Texas Instruments GmbH., Hietzinger 
Kai 101-105, A-1130 Wien, (0222) 9100-0. 
BELGIUM: SA Texas Instruments Belgium 
N.V., 11,AvenueJulesBordetlaan 11, 1140 
Brussels, Belgium, (02) 2423080. 
BRAZIL: Texas Instruments Electronicos do 
Brasil Ltda., Rua Paes Leme, 524-7 Andar 
Pinheiros, 05424 Sao Paulo, Brazil, 0815-6166. 
DENMARK: Texas Instruments AlS, Borupvang 
2D, DK-2750 Ballerup, (44) 68 7400. 
FINLAND: Texas Instruments OY, P.O. Box 86, 
02321 Espoo, Finland, (0) 802 6517. 
FRANCE: Texas Instruments France, 8-10 
Avenue Morane Saulnier-B.P. 67, 78141 Velizy 
Villacoublay cedex, France, (1) 30701003. 
GERMANY: Texas Instruments Deutschland 
GmbH., Haggertystrasse 1, 8050 Freising, 
(08161) 80-0 od. Nbst; KurfOrstendamm 
195-196,1000 Berlin 15, (030) 8827365; 
DOsseldorfer Strasse 40, 6236 Eschbom 1, 
(06196) 80 70; Kirchhorster Strasse 2, 3000 
Hannover 51, (0511) 64 68-0; Maybachstrasse II, 
7302 Ostfildem 2 (Nellingen), (0711) 3403-0; 
Glldehofcenter, Hollestrasse 3, 4300 Essen 1, 
(0201) 24 25-0. 
HOLLAND: Texas Instruments Holland B.V., 
Hogehilweg 19, Postbus 12995, 1100 AZ 
Amsterdam-Zuidoost, Holland, (020) 5602911. 
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HONG KONG: Texas Instruments Hong Kong 
Ltd., 8th Floor, World Shipping Center, 7 Canton 
Road, Kowloon, Hong Kong, 7351223. 
HUNGARY: Texas Instruments International, 
~~~~0~~.U.42, H-1112 Budapest, Hungary, (1) 1 

IRELAND: Texas Instruments Ireland Ltd., 7/8 
Harcourt Street, Dublin 2, Ireland, (01) 755233. 
ITALY: Texas Instruments Italia S.p.A., Centro 
Direzionale Colleoni, Palazzo Perseo-Via 
Paracelso, 12, 20041, Agrate Brianza (Mi), (039) 
63221; Via Castello della Magliana, 38, 00148 
Roma, (06) 5222651; Via Amendola, 17,40100 
Bologna, (051) 554004. 
JAPAN: Texas Instruments Japan Ltd., Aoyama 
Fuji Building 3-6-12 Kita-aoyama Minato-ku, 
Tokyo, Japan 107, 03-3498-2111; MS Shibaura 
Building 9F, 4-13-23 Shibaura, Minato-ku, Tokyo, 
Japan 108, 03-3769-8700; Nissho-iwai Building 
5F, 2-5-8 Imabashi, Chuou-ku, Osaka, Japan 
541, 06-204-1881; Dai-ni Toyota Building 
Nishi-kan 7F, 4-10-27 Meieki, Nakamura-ku, 
Nagoya, Japan 450, 052-583-8691; Kanazawa 
Oyama-cho Daiichi Seimei Building 6F, 3-10 
Oyama-cho, Kanazawa, Ishika.wa, Japan 920, 
0762-23-5471; Matsumoto Showa Building 6F, 
1-2-11 Fukashi, Matsumoto, Nagano, Japan 390, 
0263-33-1060; Daiichi Olympic Tachikawa 
Building 6F, 1-25-12, Akebono-cho, Tachikawa, 
Tokyo, Japan 190, 0425-27-6760; Yokohama 
Nishiguchi KN Building 6F, 2-8-4 Kita-Saiwai, 
Nishi-Ku, Yokohama, Kanagawa, Japan 220, 
045-322-6741; Nihon Seimei Kyoto Yasaka 
Building 5F, 843-2, Higashi Shiokohjicho, 
Higashi-inu, Nishinotoh-in, Shiokohji-dori, 
Shimogyo-ku, Kyoto, Japan 600,075-341-7713; 
Sumitomo Seimei Kumagaya Building 8F, 2-44 
Yayoi, Kumagaya, Saitama, Japan 360, 
0485-22-2440; 2597-1, Aza Harudai, Oaza 
Yasaka, Kitsuki, Oita, Japan 873, 09786-3-3211. 
KOREA: Texas Instruments Korea Ltd., 28th 
Floor, Trade Tower, 159-1, Samsung-Dong, 
Kangnam-ku Seoul, Korea, 2551 2800. 
MEXICO: Texas Instruments de Mexico SA, 
Alfonso Reyes 115, Col. Hipodromo Condesa, 
Mexico, D.F., Mexico 06120,5/525-3860. 
MIDDLE EAST: Texas Instruments, No. 13, 1st 
Floor Mannai Building, Diplomatic Area, P.O. Box 
26335, Manama Bahrain, Arabian Gulf, 973 
274681. 
NORWAY: Texas Instruments Norge AlS, PB 
106, Refstad (Sinsenveien 53),0513 Oslo 5, 
Norway, (02) 155090. 
PEOPLE'S REPUBLIC OF CHINA: Texas 
Instruments China Inc., Beijing Representative 
Office, 7-05 CITIC Building, 19 Jianguomenwai 
Dajie, Beijing, China, 500-2255, Ext. 3750. 
PHILIPPINES: Texas Instruments Asia Ltd., 
Philippines Branch, 14th Floor, Ba-Lepanto 
Building, Paseo de Roxas, Makati, Metro Manila, 
Philippines, 2 817 6031. 
PORTUGAL: Texas Instruments Equipamento 
Electronico (Portugal) LDA., 2650 Moreira Da 
Maia, 4470 Maia, Portugal (2) 948 1003. 
SINGAPORE (& INDIA, INDONESIA, 
MALAYSIA, THAILAND): Texas Instruments 
Singapore (PTE) Ltd., Asia Pacific Division, 101 
Thomson Road, #23-01, United Square, 
Singapore 1130, 3508100. 
SPAIN: Texas Instruments Espana SA, 
c/Gobelas 43, Ctra de La Coruna km. 14, La 
Florida, 28023 Madrid, Spain, (1) 372 8051; 
(~~f1uja~~0~6~79-3-5, 08007 Barcelona, Spain, 

SWEDEN: Texas Instruments Intemational Trade 
Corporation (Sverigefilialen), Box 30, S-164 93 
Kista, Sweden, (08) 75258 00. 
SWITZERLAND: Texas Instruments Switzerland 
AG, Riedstrafse 6, CH-8953 Dietikon, 
Switzerland, (01) 74 42811. 
TAIWAN: Texas Instruments Supply Company, 
Taiwan Branch, Room 903, 9th Floor, Bank 
Tower, 205 Tung Hua N. Road, Taipei, Taiwan, 
Republic of China, 27139311. 
UNITED KINGDOM: Texas Instruments Ltd., 
Manton Lane, Bedford,. England, MK41 7PA, 
(0234) 270 111. 
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TINorth 
American Sales 
Offices 
ALABAMA: Huntsville: (205) 837-7530 
ARIZONA: Phoenix: (602) 995-1007 
CALIFORNIA: Irvine: (714) 660-1200 
Roseville: (916) 786-9208 
San Diego: (619) 278-9601 
Santa Clara: (408) 980-9000 
Woodland Hills: (818) 704-8100 
COLORADO: Aurora: (303) 368-8000 
CONNECTICUT: Wallingford: (203) 269-0074 
FLORIDA: Altamonte Springs: (407) 260-2116 
Fort Lauderdale: (305) 973-8502 
Tampa: (813) 882-0017 
GEORGIA: Norcross: (404) 662-7900 
ILLINOIS: Arlington Heights: (708) 640-3000 
INDIANA: Carmel: (317) 573-6400 
Fort Wayne: (219) 482-3311 
IOWA: Cedar Rapids: (319) 395-9551 
KANSAS: Overland Park: (913) 451-4511 
MARYLAND: Columbia: (301) 964-2003 
MASS~CHUSETTS: Waltham: (617) 895-9100 
MICHIGAN: Farmington Hills: (313) 553-1500 
Grand RapidS: (616) 957-4202 
MINNESOTA: Eden Prairie: (612) 828-9300 
MISSOURI: St. Louis: (314) 821-8400 
NEW JERSEY: Iselin: (201) 750-1050 
NEW.MEXICO: Albuquerque: (505) 291-0495 
NEW YORK: East Syracuse: (315) 463-9291 
Fishkill: (914) 897-2900 
Melville: (516) 454-6600 
Pittsford: (716) 385-6770 
NORTH CAROLINA: Charlotte: (704) 527-0930 
Raleigh: (919) 876-2725 
OHIO: Beachwood: (216) 464-6100 
Beavercreek: (513) 427-6200 
OREGON: Beaverton: (503) 643-6758 
PENNSYLVANIA: Blue Bell: (215) 825-9500 
PUERTO RICO: Hato Rey: (809) 753-8700 
TEXAS: Austin: (512) 250-7655 
Da"as: (214) 917-1264 
Houston: (713) 778-6592 
UTAH: Salt Lake City: (801) 466-8973 
WASHINGTON: Redmond: (206) 881-3080 
WISCONSIN: Waukesha: (414) 798-1001 
CANADA: Nepean: (613) 726-1970 
Richmond Hill: (416) 884-9181 
St. Laurent: (514) 335-8392 

TI Re~onal 
Technology 
Centers 
CALIFORNIA: Irvine: (714) 660-8140 
Santa Clara: (408) 748-2220 
GEORGIA: Norcross: (404) 662-7950 
ILLINOIS: Arlington Heights: (708) 640-2909 
INDIANA: Indianapolis: (317) 573-6400 
MASSACHUSETTS: Waltham: (617) 895-9196 
MEXICO: Mexico City: 491-70834 
MINNESOTA: Minneapolis: (612) 828-9300 
TEXAS: Dallas: (214) 917-3881 
CANADA: Nepean: (613) 726-1970 

Customer 
Response Center 
TOLL FREE: (800) 336-5236 
OUTSIDE USA: (214) 995-6611 

(8:00 a.m. - 5:00 p.m. CST) 

© 1991 Texas Instruments Incorporated 

TI Authorized 
North American 
Distributors 
Alliance Electronics, Inc. (military product only) 
Almac Electronics 
ArrowlKierulff Electronics Group 
Arrow (canada) 
Future Electronics (Canada) 
GRS Electronics Co., loc. 
Hall-Mark Electronics 
Lex Electronics 
Marshall Industries 
Newark Electronics 
Wyle Laboratories 
Zeus Components 
Rochester ElectroniCS, Inc. (obsolete product 
only (508) 462-9332) 

TI Distributors 
ALABAMA: Arrow/Kierulff (205) 837-6955; 
Hall-Mark (205) 837-8700; Marshall (205) 
881-9235; Lex (205) 895-0480. 
ARIZONA: ArrowlKierulff (602) 437-0750; 
HaJl.Mark (602) 437-1200; Marshall (602) 
496-0290; Lex (602) 431-0030; Wyle (602) 
437-2088. 
CALIFORNIA: Los Angeles/Orange County: 
ArrowlKierulff (818) 701-7500, (7r4) 838-5422; 
Hall-Mark (818) 773-4500, (714) 727-6000; 
Marshall (818) 407-4100, (714) 458-5301; Lex 
(818) 880-9686, (714) 863-0200; Wyle (818) 
880-9000, (714) 863-9953; Zeus (714) 921-9000, 
(818) 889-3838; 
Sacramento: Hall-Mark (916) 624-9781 ; 
Marshall (916) 635-9700; Lex (916) 364-0230; 
Wyle (916) 638-5282; 
San Diego: Arrow/Kierulff (619) 565-4800; 
Hall-Mark (619) 268-1201; Marshall (619) 
578-9600; Lex (619) 495-0015; Wyle (619) 
565-9171; Zeus (619) 277-9681; 
San Francisco Bay Area: Arrow/Kierulff (408) 
441-9700; Hall-Mark (408) 432-4000; Marshall 
(408) 942-4600; Lex (408) 432-7171; Wyle (408) 
727-2500; Zeus (408) 629-4789. 
COLORADO: Arrow/Kierulff (303) 373-5616; 
Hall-Mark (303) 790-1662; Marshall (303) 
451-8383; Lex (303) 799-0258; Wyle (303) 
457-9953. 
CONNECnCUT: ArrowlKierulff (203) 265-7741; 
Hall-Mark (203) 271-2844; Marshall (203) 
265-3822; Lex (203) 264-4700. 
FLORIDA: Fort Lauderdale: Arrow/Kierulff 
(305) 429-8200; Hall-Mark (305) 971-9280; 
Marshall (305) 977-4880; Lex (305) 977-7511; 
Orlando: Arrow/Kierulff (407) 333-9300; 
Hall-Mark (407) 830-5855; Marshall (407) 
767-8585; Lex (407) 331-7555; Zeus (407) 
365-3000; 
Tampa: Hall-Mark (813) 541-7440; Marshall 
(813) 573-1399; Lex (813) 541-5100. 
GEORGIA: Arrow/Kierulff (404) 497-1300; 
Hall-Mark (404) 623-4400; Marshall (404) 
923-5750; Lex (404) 449-9170. 
ILLINOIS: Arrow/Kierulff (708) 250-0500; 
Hall-Mark (708) 860-3800; Marshall (708) 
490-0155; Newark (312)784-5100; Lex (708) 
330-2888. 
INDIANA: Arrow/Kierulff (317) 299-2071; 
Hall-Mark (317) 872-8875; Marshall (317) 
297-0483; Lex (317) 843-1050. 
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IOWA: Arrow/Kierulff (319) 395-7230; Lex (319) 
373-1417. 
KANSAS: Arrow/Kierulff (913) 541-9542; 
Hall-Mark (913) 888-4747; Marshall (913) 
492-3121; Lex (913) 492-2922. 
MARYLAND: Arrow/Kierulff (301) 995-6002; 
Hall-Mark (301) 988-9800; Marshall (301) 
622-1118; Lex (301 ) 596-7800; Zeus (301) 
997-1118. 
MASSACHUSETTS: Arrow/Kierulff (508) 
658-0900; Hall-Mark (508) 667-0902; Marshall 
(508) 658-0810; Lex (508) 694-9100; Wyle (617) 
272-7300; Zeus (617) 863-8800. 
MICHIGAN: Detroit: ArrowlKierulff (313) 
462-2290; Hall-Mark (313) 462-1205; Marshall 
(313) 525-5850; Newark (313) 967-0600; Lex 
(313) 525-8100; 
Grand Rapids: ArrowlKierulff (616) 243-0912. 
MINNESOTA: Arrow/Kierulff (612) 830-1800; 
Hall-Mark (612) 941-2600; Marshall (612) 
559-2211; Lex (612) 941-5280. 
MISSOURI: Arrow/Kierulff (314) 567-6888; 
Hall-Mark (314) 291-5350; Marshall (314) 
291-4650; Lex (314) 739-0526. 
NEW HAMPSHIRE: Lex (800) 833-3557. 
NEW JERSEY: Arrow/Kierulff (201) 538-0900, 
(609) 596-8000; GRS (609) 964-8560; Hall-Mark 
(201) 515-3000, (609) 235-1900; Marshall (201) 
882-0320, (609) 234-9100; Lex (201) 227-7880, 
(609) 273-7900. 
NEW MEXICO: Alliance (505) 292-3360. 
NEW YORK: Long Island: Arrow/Kierulff (516) 
231-1000; Hall-Mark (516) 737-0600; Marshall 
(516) 273-2424; Lex (516) 231-2500; Zeus (914) 
937-7400; 
Rochester: ArrowlKierulff (716) 427-0300; 
Hall-Mark (716) 425-3300; Marshall (716) 
235-7620; Lex (716) 383-8020; 
Syracuse: Marshall (607) 798-1611. 
NORTH CAROLINA: Arrow/Kierulff (919) 
876-3132; (919) 725-8711; Hall-Mark (919) 
872-0712; Marsha" (919) 878-9882; Lex (919) 
876-0000. 
OHIO: Cleveland: ArrowlKierulff (216) 
248-3990; Hall-Mark (216) 349-4632; Marshall 
(216) 248-1788; Lex (216) 464-2970; 
Columbus: Hall-Mark (614) 888-3313; 
Dayton: Arrow/Kierulff (513) 435-5563; Marshall 
(513) 898-4480; Lex (513) 439-1800; Zeus (513) 
293-6162. 
OKLAHOMA: ArrowlKierulff (918) 252-7537; 
Hall-Mark (918) 254-6110; Lex (918) 622-8000. 
OREGON: Almac (503) 629-8090; ArrowlKierulff 
(503) 627-7667; Marshall (503) 644-5050; Wyle 
(503) 643-7900. 
PENNSYLVANIA: ArrowlKierulff (215) 928-1800; 
GRS (215) 922-7037; Marshall (412) 788-0441; 
Lex (412) 963-6804. 
TEXAS: Austin: Arrow/Kierulff (512) 835-4180; 
Hall-Mark (512) 258-8848; Lex (512) 339-0088; 
Wyle (512) 345-8853; 
Dallas: Arrow/Kierulff (214) 380-6464; Hall-Mark 
(214) 553-4300; Marshall (214) 233-5200; Lex 
(214) 247-6300; Wyle (214) 235-9953; Zeus 
(214) 783-7010; 
Houston: Arrow/Kierulff (713) 530-4700; 
Hall-Mark (713) 781-6100; Marshall (713) 
895-9200; Lex (713) 784-3600; Wyle (713) 
879-9953: 
UTAH: Arrow/Kierulfl (801) 973-6913; Marshall 
(801) 485-1551; Wyle (801) 974-9953. 
WASHINGTON: Almac (206) 643-9992, (509) 
924-9500; ArrowlKierulff (206) 643-4800; 
Marshall (206) 486-5747; Wyle (206) 881-1150. 
WISCONSIN: Arrow/Kierulff (414) 792-0150; 
Hall-Mark (414) 797-7844; Marshall (414) 
797-8400; Lex (414) 784-9451. 
CANADA: calgary: Future (403) 235-5325; 
Edmonton: Future (403) 438-2858; 
Montreal: Arrow Canada (514) 735-5511; Future 
(514) 694-7710; Marshall (514) 694-8142; 
Ottawa: Arrow Canada (613) 226-6903; Future 
(613) 820-8313; Quebec City: Arrow canada 
(418) 871-7500; 
Toronto: Arrow Canada (416) 670-7769; Future 
(416) 612-9200; Marshall (416)458-8046; 
Vancouver: Arrow Canada (604) 421-2333; 
Future (604) 294-1166. 
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